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the measurements were started at right after midnight on
a Sunday.
latencies collected in a given hour. For clarity, the y-axes
use different ranges for each service.
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[ By delaying and grouping invocations, DFaaS can improve resource utilization ]
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