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Functions are short-lived! 
(50/90% shorter than 1/10s)

By optimizing cold starts we are 
optimizing for end-to-end latency
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be a consequence of cold-start 

optimizations?
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from 50% to 89%

By delaying and grouping invocations, DFaaS can improve resource utilization
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Much serverless usage today is for non-
interactive, latency insensitive workloads

Cold start optimizations have 
dominated serverless 

research for the past decade

We believe these workloads are a good fit for a serverless model, and we should optimize for them

Improve resource utilization and reduce cost

delay tolerance

DFaaS

Future: improve throughput with transparent 
access to accelerators
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